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Abstract — This article explores the application of Mixture of
Experts technology to improve the efficiency of controlling
autonomous swarms of unmanned aerial vehicles (UAVs). The
authors analyze and develop methods for integrating Mixture of
Experts into neural transformers used for data processing in U
unmanned aerial vehicle swarms. The authors propose the use of
specialized submodels (""experts') to solve specific tasks, such as
visual data processing, navigation, meteorological data analysis,
and communication between UAVs. The study demonstrates that
integrating Mixture of Experts with transformers significantly
improves the performance of unmanned aerial vehicle swarms
through more efficient task allocation and adaptation to
changing environmental conditions. This is achieved by ensuring
that each "expert" processes data relevant to its specialization,
and the system dynamically selects "experts" depending on the
situation. In addition, the authors consider the problem of
limited communication channel bandwidth and propose a
solution based on quadrature amplitude modulation to ensure
reliable data transmission. The scientific novelty of the study is
the development of an optimized Mixture of Experts
architectures that consider the computational and resource
limitations of unmanned aerial vehicles. The practical
significance is to create more efficient autonomous systems for
reconnaissance and rescue missions. The research opens up new
avenues for developing algorithms to determine the relevance of
"experts" to specific tasks and study the impact of different
Mixture of Experts architectures on the overall system
performance.

Keywords — unmanned aerial vehicle swarm, Mixture of
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I. INTRODUCTION

The improvement of neural networks is of particular
relevance as the field of artificial intelligence is rapidly
evolving and the need for automated and optimized data
processing is growing. A frequent challenge in solving this
problem is to ensure high data processing accuracy while
minimizing computational costs and speeding up system
response. This issue is also relevant in managing swarms of
unmanned aerial vehicles (UAVs), as the efficiency of data
processing directly affects mission success and flight safety.

Due to scalability limitations, traditional neural network
architectures [1], [2] are not always able to efficiently handle
complex data processing tasks, making them ineffective for
specialized tasks requiring high accuracy.

The concept of the Mixture of Experts (MoE) offers an
alternative approach [3], [4], it allows the distribution of tasks
among specialized subnets ("experts"), increasing the
adaptability and performance of models [5], [6]. With MoE,
each UAV or group of UAVs in a swarm can focus on specific
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tasks during missions. However, the integration of MoE into
UAV swarm management requires careful analysis and
development of optimized approaches that will ensure high
system performance without compromising computational
efficiency.

The research problem is to develop and analyse effective
methods for integrating MoE into a neural network architecture
to optimize the performance of UAV swarms. This includes
finding ways to increase the adaptability and specialization of
models to handle various tasks in dynamic environments and
developing strategies for optimal allocation of computing
resources.

The rest of the paper is structured as follows.

In the following section, an overview of current research
on the integration of MoE architectures into transformers and
their application in managing swarms of unmanned aerial
vehicles (UAVs) is presented. Special attention is given to the
challenges of resource optimization and communication
efficiency.

Section III contains a detailed analysis of MoE
architectures, focusing on models and methods for expert
selection and task specialization in the context of UAV
swarms. Additionally, an example of practical implementation
is presented, demonstrating the performance improvement of
UAV swarms using attention mechanism models and task
allocation optimization.

Finally, in Section IV, the key conclusions are summarized
and potential directions for future research are outlined.

II. ANALYSIS OF THE LATEST RESEARCH AND PUBLICATIONS

Modern artificial intelligence research is increasingly
turning to MoE architectures, noting their ability to efficiently
process large amounts of data. In particular, recent works
demonstrate the potential of MoE to solve the problems faced
by UAV swarms, especially when integrating this technology
into the architecture of transformers.

Gormley and Frithwirth-Schnatter [7] laid the fundamental
theoretical foundations for understanding MoE, emphasizing
its versatility and suitability for various tasks. Subsequent
work, building on this foundation, has focused on optimizing
MoEs, developing new architectures, and expanding their
applications. For example, Krishnamurthy, Watkins, and
Gaertner [8] proposed a new gateway architecture and
regularisation techniques to improve the performance and
specialization of "experts", while Jawahar et al. [9]
demonstrated the effectiveness of MoE in neural machine
translation.

Further research, such as the development of the "Mixture
of Tokens" model [10] and the implementation of MoE in



transformer-based architectures for pattern recognition [11],
[12], demonstrates the versatility and promise of MOoE.
Puigcerver, Riquelme, Mustafa, and Houlsby [13] contributed
significantly to solving the problems of scalability and
instability of MoE learning by introducing the concept of Soft
MoE.

Recent studies have further explored the integration of
Mixture of Experts (MoE) architectures into Unmanned Aerial
Vehicle (UAV) swarm control systems. For instance,
Verdoucq et al. (2022) proposed a bio-inspired control model
for collective UAV swarm motion, demonstrating that reactive
algorithms derived from natural phenomena can enhance
coordination and task efficiency in dynamic environments
[14]. Similarly, Wu et al. (2022) developed a UAV swarm
formation transformation algorithm that optimizes formation
control and enhances scalability in UAV operations—a key
requirement for large-scale MoE implementations [15].

Furthermore, Karampelia et al. (2023) presented task
allocation models specifically designed for UAV swarms,
which optimize energy consumption and task distribution by
considering the individual capabilities of the drones [16]. This
research addresses a critical challenge of MoE systems in
dynamic environments. Finally, Sharma et al. (2023)
developed a cloud-based control system for UAV swarms,
leveraging real-time localization and communication to
manage UAV formations efficiently [17]. This study
underscores the potential of MoE architectures to enhance real-
time decision-making in resource-constrained environments.

Despite significant progress, the use of MoE in UAV
swarm control, especially with the use of neural transformers,
is still an under-researched area. Existing problems and
unresolved issues make the development of optimized MoE
frameworks for UAV swarms an urgent research task.

This research aims to address these issues by studying in
detail the integration of MoE into transformer architecture to
improve the functioning of UAV swarms. The work aims to
analyze and develop methods that will expand the capabilities
of UAV swarms by improving neural transformers using
Mixture of Experts technology.

III. SUMMARY OF THE MAIN RESEARCH MATERIAL

Using the advanced capabilities of neural transformers, this
study considers the integration of Mixture of Experts models
into the UAV swarm management system. The research
methodology is based on a comprehensive approach that
includes the selection of optimal MoE models, analysis of the
features of neural transformers, and consideration of the
dynamics of UAV swarms. A UAV swarm functions as a
network of interconnected drones equipped with sensors and
communication modules, which allows them to exchange data
and make decisions in real-time (Fig. 1).
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Fig. 1. UAV swarm network option.

This system is designed for autonomous missions, and the
MoE models built based on neural transformers provide an
intelligent distribution of tasks among the UAV swarm. The
MoE technology in machine learning is based on combining
several "expert" models to achieve better performance [3]
(Fig. 2).
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Fig. 2. An example of the Mixture of Experts model.

Each "expert" specializes in a particular task: visual data
processing (image and video analysis to detect objects and
monitor changes, e.g., the use of modified U-Net and PSP
models [18] by "experts" will allow UAV swarms to
autonomously detect and classify objects over large areas with
high accuracy [1], navigation data processing (optimization of
flight routes, ensuring effective obstacle avoidance and
adaptation to changing conditions), meteorological data
analysis (real-time adjustment of flight plans to improve flight
safety), communication optimization (synchronization of
actions and automated distribution of tasks between UAVs in
a swarm). Like a team of specialists, MoE combines the
knowledge and skills of individual neural networks to process
complex data.

Given the basic MoE methodology, it is important to
consider the specific implementation of the MoE structure
(Fig. 3) [3]. The MoE structure is a complex architectural
component that enhances the computational capabilities of
neural networks by dynamically selecting "experts". Each
"expert" in this layer specializes in analyzing different
parameters or features of the input data, which allows for a
more detailed and comprehensive analysis than is possible with
a single fully monolith model.
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Fig. 3. Mixture of Experts model with routing procedure [4].

The mechanism for selecting experts in that structure
is implemented through a gating network or routing
procedure that evaluates the input data and determines
which expert is most suitable for processing a
particular data set. This approach allows the model to use
the specialized knowledge of each '"expert", which
significantly increases the efficiency and accuracy of complex
tasks.



The routing procedure analyses the input data and
determines how well each "expert" is suited to process a
particular data set. It assigns a weight to each expert's output,
determining its contribution to the final output of the MoE
framework. This process allows the model to utilize the
specialized knowledge of each expert, resulting in improved
performance on complex tasks. Integrating the MoE layer into
transformers increases their ability to adapt to different
environmental conditions and ensures more efficient use of
computing resources.

Different machine learning models can represent each
"expert" in the MoE structure (Fig. 3). "Experts" can be
traditional neural networks as well as modern models such as
large language models (LLMs), object detection systems (e.g.
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Yolo), and other specialized models such as ResNet for image
processing, GPT-3 for text generation, VGG for object
recognition, etc. As a result, each type of expert can be
configured to perform specific tasks using their unique
capabilities and strengths.

Fig. 4 illustrates the practical implementation and potential
benefits of MoE technology [19] using a neural network model
as an example. Fig. 4 demonstrates how MoE layers can be
integrated into the architecture of more complex neural
networks, such as transformers, to efficiently process data
sequences. This approach reduces unnecessary load on the
system and increases its efficiency. In addition, MoE makes
the system more transparent, as each "expert" is responsible for
a specific aspect of data processing.
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Fig. 4. Mixture of Experts model layer [15].

MOoE technology is particularly effective when used based
on neural transformers, where input data is pre-processed. The
effectiveness of MoE depends heavily on pre-training, which
determines which "experts" are best suited to process different
types of data. This allows the gateway network to dynamically
distribute tasks among the experts, adapting the load and
resource distribution to the needs of the system. During the
training process, the "experts" focus on certain aspects of the
data, developing specialized knowledge and skills, which
ultimately improve the overall accuracy and efficiency of the
MOoE system.

Neural transformers, which serve as the computational
backbone of the system, use "self-attention" mechanisms to
efficiently process sequential data with high accuracy and
minimal latency. Transformers play an important role in
interpreting and responding to the large amounts of data that
swarms of UAVs encounter during their flights. Their
architecture allows for the efficient processing of sequential
data, analyzing the importance of different data segments using
a "self-attention" mechanism. The transformers consist of an
encoder and a decoder, each of which contains layers of self-
focus, feedforward, normalization, and residual connections.
This structure provides deep learning with parallel data
processing, which is especially important for working with
large amounts of information.

Neural transformers (Fig. 5) form the basis of the
computing system and use "self-focus" mechanisms to process
sequential data with high accuracy and speed [12], [20]. The
ability of transformers to interpret and analyze complex data
streams encountered by UAV swarms allows them to respond
effectively to changes in real time. The transformer
architecture is distinguished by its ability to efficiently process
sequential data, analyzing the importance of different segments

of information using a "self-attention" mechanism, without the
need for looping or convolutional structures. The transformer
consists of an encoder and a decoder, each with self-awareness,
direct coupling, and normalization layers, as well as residual
connections. This structure enables deep learning with parallel
data processing, making it an effective tool for analyzing large
data sets.
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Fig. 5. Transformer architecture [12].

The transformer architecture, thanks to its attention
mechanism, can efficiently analyze contextual relationships in
sequential data and provide parallel processing. This feature
makes transformers an ideal platform for integrating Mixture



of Experts (MoE) technology, as it allows for flexible
distribution of computational tasks among "experts" depending
on the nature of the input data.

As can be seen from Fig. 6, MoE integration into the
transformer architecture is realized by replacing some of the
fully connected layers in the encoder and decoder with
specialized MoE layers. An important advantage of this
approach is the ability to effectively scale the model to many
devices. In distributed use, the MoE layer is distributed among
devices, while other layers are duplicated, which ensures
optimal use of computing resources. Each device processes
part of the data based on its own set of "experts", which
increases the speed and efficiency of the entire system [21].

Such flexibility and scalability open up new prospects for the
development of high-performance data processing systems for
UAV swarms capable of performing complex tasks in a high-
quality and resource-efficient manner [22]. The dynamic
distribution of computations among the "experts" in MoE not
only optimizes resource usage and improves system
performance, but also makes the system more understandable
and easier to analyze and configure. Focusing each "expert" on
a specific type of data makes it easier to interpret the model's
results. The implementation of MoE for managing UAV
swarms creates new opportunities for the development of
adaptive and efficient autonomous systems capable of
functioning in diverse environments.
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Fig. 6. Transformer encoder scaling by integrating MoE layers [21].

Fig. 7 shows the proposed advanced architecture of UAV
swarm management systems using MoE technology. This
architecture allows "experts" on UAVI1 to interact not only
with similar "experts" on UAV2 but also with "experts" on

other MoE layers, even when radio communication between
different layers of several UAVs is performed at various
frequencies.
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Fig. 7. The architecture of UAV swarm control systems with MoE technology.



A gating network determines the relevance of each
"expert" to the processing of certain data, which allows for
more rational use of computing resources, activating only
those MoE layers that are necessary for a particular task. For
example, during nighttime missions, you can disable the MoE
layers responsible for processing visual data and activate
"experts" specialized in processing infrared images or other
sensor data that work better in the dark. Likewise, during
daytime missions, experts processing high-resolution visual
data can be activated, while layers specializing in nighttime
conditions can be deactivated. Additionally, the ability to
interact between experts of different levels and devices
(UAVs) contributes to a more efficient allocation of tasks and
resources, which is critical for the success of missions.

An important challenge in managing UAV swarms is the
limited bandwidth of communication channels, which can lead
to data loss. The limited computing resources of drones and
the need for resilience to external influences make this
problem particularly urgent. An efficient data transmission
system should ensure reliable communication between UAVs
in a swarm and with ground stations, making the most of the
available radio frequency resources.

To solve this problem, it is proposed to use an approach
similar to quadrature amplitude modulation (QAM) [23]. The
encoded data is represented in the form of two components -
cosine and sinusoidal, formed based on 2T data points in the
latent space of the encoder and decoder. This separation, due
to the orthogonality of the cosine and sinusoidal functions,
reduces the impact of noise during data transmission and
recovery, thereby increasing the speed and reliability of
transmission, and providing a compact data representation.

It is worth noting that there are alternatives to the
traditional multilayer perceptrons (MLPs) on which
transformers are based. For example, Kolmogorov-Arnold
networks (KANSs) offer a more flexible approach to training,
allowing for the adaptation of activation functions on the
edges of the network (Fig. 8) [24], [25]. This can provide
higher accuracy with fewer parameters compared to MLP.
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Fig. 8. Comparison of structural schemes MLP and KAN [23].

KANsS are also highly interpretable, their structure is easy
to visualize, and each parameter has a clear meaning in the
context of a functional approximation, which makes KANs

promising for scientific research, where it is important to
understand the decision-making process of a network and use
the knowledge gained for further analysis.

KAN networks can be combined with the self-attention
mechanisms inherent in neural transformers. This combination
allows using the advantages of both approaches: the flexibility
and adaptability of KANs in setting up activation functions
and the ability of transformers to efficiently process sequential
data and identify dependencies in it [26].

Self-attention mechanisms with which KAN can be
integrated include Scaled Dot-Product Attention, which uses
key, query, and value matrices to calculate the weights of each
element in a sequence relative to other elements, providing
contextual dependency. Multi-Head Attention includes
several parallel layers of attention, which allows the model to
learn different representations of dependencies in the data and
increases the model's ability to handle complex input data
structures. Self-Attention Mechanism allows each element of
the sequence to interact with all other elements, facilitating the
capture of long-term dependencies in the data [27]. Relative
Position Encoding is used to preserve information about the
positional relationships between sequence elements, which is
important for processing text data and other sequences. Layer
Normalisation normalizes the output of each attention layer,
contributing to training stability and accelerating model
convergence.

The combination of KAN with these self-attention
mechanisms opens up new possibilities for developing
advanced machine learning models that can adapt to a wide
range of tasks and conditions.

IV. CONCLUSION AND FUTURE WORK

This study demonstrates the prospects of integrating a
Mixture of Experts technology into the architecture of
transformers to create efficient and adaptive UAV swarm
management systems. The use of MoE not only increases the
efficiency of data processing and ensures the scalability of the
system, but also makes it more understandable and easier to
analyze. Transformers, with their "self-attention" mechanism,
are an effective tool for analyzing the complex data streams
faced by UAV swarms, allowing them to quickly adapt to
changing conditions.

An important issue for further research is ensuring reliable
data transmission in limited communication channel
bandwidth conditions. The proposed approach, based on
QAM principles, can increase the speed and reliability of
transmission but requires further study and optimization. In
addition, a promising direction is to explore the possibilities of
integrating alternative neural network architectures, such as
Kolmogorov-Arnold networks, which can potentially provide
higher accuracy, better interpretability, and learning efficiency
on smaller data sets. Further research could lead to more
advanced and robust UAV swarm management systems
capable of efficiently performing complex tasks in real-world
environments.
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